|  |
| --- |
| **1. 주제**  고립된 어르신의 말벗을 넘어, 삶의 이야기를 재탄생시키는 AI 가상 친구 앱 제안  **분반, 팀, 학번, 이름**  나반, 10팀, 20251777, 이한솔 |

|  |  |
| --- | --- |
| **2. 요약**  - AI 기술을 통해 1인 노인 가구의 증가와 디지털 소외로 인해 심화되는 고령자들의 고립감을 해소하고, 단절된 가족 간의 소통을 증진시키는 것을 목표로 한다. 컴퓨터나 태블릿 화면 속 가상 친구가 고령자와 자연스러운 대화를 나누며, 이야기를 음성으로 기록하고, 이 기록을 AI가 분석하여 원한다면 영상을 생성한다. 이를 가족과 공유하는 기능을 제공한다. 또한, 초고령 사회의 문제인 노년층의 사회적 고립과 우울감 완화를 위해 어르신에게 자존감을 되찾아주고, 정서적 안정감을 제공한다. 이는 가족에게 어르신의 이야기를 공유하며 세대 간의 새로운 소통의 장을 마련해 준다. 또한, 핵가족화로 인해 단절되어 가는 가족 공동체의 유대감을 회복시키는 역할을 한다. | **3. 대표 그림**  - 초고령 사회 속 1인 노인 가구의 사회적 고립과 세대 간 소통 단절 문제를 해결하고자 개발하게 되었다.  - 어르신의 자존감과 정서적 안정을 돕고, 가족의 소통을 증진시켜 유대감을 회복시킨다.    그림 1. 노인용 앱 UI    그림 2. 가족용 앱 UI |

|  |
| --- |
| **4. 서론**  - 대한민국의 초고령 사회 진입, 1인 노인 가구의 급격한 증가했다.  - 통계청의 ‘2025 고령자 통계 보도자료’에 따르면 2025년 고령인구 비중은 20.3%로 나타났다. 또한, 2024년 독거노인비율은 22.1%로 나타났다. 이는 빠른 속도로 초고령 사회에 진입하고 있음을 알 수 있다. 이러한 변화는 노년층에게 사회적 고립과 우울감을 심화한다.  - 어르신들의 정서적 고립 및 자존감 하락: 대화 상대의 부재로 인한 외로움, 자신의 삶의 경험과 지혜를 나눈 기회를 잃어버림으로써 발생하는 자존감 하락 문제가 나타난다.  - 노인의 사회적 고립과 심리적 외로움은 부정적 자기 이미지를 강화하고, 인생 후반에 발생할 수 있는 상실에 대처할 수 있는 통제 능력을 저하시킨다. 특히 이러한 통제감의 저하는 노인이 경험하는 정신적 건강과 삶의 만족도에 부정적인 영향을 미칠 수 있다.  - 가족의 소통 부재: 핵가족화 및 바쁜 일상으로 인해 손주 세대가 조부모의 삶을 이해하고 배울 기회가 단절됐다. 현대 사회의 급격한 가치관 변화와 가족 제도의 핵가족화는 노인의 심리적 불안과 부적응을 가져왔다. 또한, 자녀와의 별거가 증가하면서 소통의 빈도가 줄어들었다. 이로 인해 가족 공동체의 유대감이 약화되고 귀중한 개인의 역사가 소실됐다.  - 복잡한 조작 필요 없이 대화가 가능한 인터페이스를 통해 어르신들의 기술 장벽을 낮춤을 목표로 한다.  - 회상기법을 활용한 상담이 노인의 우울감을 낮추고 자아존중감을 높이는 데 실제로 효과가 작용한다. 65세 이상 어르신 30명을 대상으로 한 실험 결과에 따르면 우울 점수가 평균 16.20점에서 9.80점으로 크게 감소함을 알 수 있다. 또한, 자아존중감 점수가 평균 27.40점에서 31.40점으로 크게 향상했다.  - 논문에 따르면 자아존중감이 높을수록 삶의 만족도 역시 높아지는 양의 상관관계임을 알 수 있다. 즉, 똑같이 우울한 상황에 처하더라도 평소 자아존중감이 높은 노인은 삶의 만족도가 덜 떨어지는 완충 효과를 누릴 수 있다.  - 단순한 대화를 넘어, 이야기를 기록하고 아카이빙하는 것에 집중한다. AI가 적극적인 인터뷰어로 이야기를 유도하고, 디지털 유산을 만들어 세대 간 단절을 극복하고자 한다. |

|  |
| --- |
| **5. 본론**  **-** 시스템 개요도    - 필요한 기술은 다음과 같다.  - 프론트엔드: 태블릿/PC에서 구동되는 애플리케이션/음성 녹음 인터페이스, 음성 출력 기능을 만든다. 또한, 이야기 목록과 이야기 재생 및 영상 제작 요청 기능을 만든다. //가족용 앱과 노인용 앱 구현, 백엔드와의 소통  - 백엔드: python 기반의 서버. 사용자 데이터 관리 및 AI 모델과의 통신 담당한다. Python 기반의 FastAPI를 사용하여 웹 프레임워크를 한다. PostgreSQL이나 MySQL을 사용하여 데이터베이스를 구축한다.  - AI 모델: 오픈소스 활용  - 음성 인식: OpenAI의 Whisper 모델을 활용, Whisper는 웹에서 여러 언어와 다중 작업에 걸져 수집한 68만 시간 분량의 지도 데이터로 훈련된 자동 음성 인식 시스템이다. 이는 비지도형인 오디오 사전 훈련을 사용한다.  - 대화 생성: polyglot-ko, LLaMa 등 공개된 거대 언어 모델을 기반으로 대화에 특화된 파인튜닝 진행/LLaMa는 공개적으로 사용 가능한 데이터셋만을 사용하여 최고 수준의 모델을 훈련할 수 있음을 증명했다. 또한, 더 적은 파라미터를 가진 모델을 더 많은 데이터로 오래 훈련시켜, 추론 시 더 저렴하고 효율적인 모델을 만드는 데 집중했다. 또한, BERT 모델을 활용하여 이야기 속 감정을 분석하고, 이를 통해 더 공감 능력 있는 답변을 생성한다.  - 음성 합성: 오픈소스 TTS 모델을 활용하여 AI의 답변을 자연스러운 음성으로 출력한다.  - 이미지 생성: spaCy를 통해 이야기 스크립트를 분석하여 핵심 장면을 묘사하는 키워드를 추출한다. 그 다음 Dynamic Prompt Generation 라이브러리를 사용해서 프롬포트를 생성하고, Stable Diffusion 모델을 통해 해당 장면을 시각적 이미지로 구현한다.  - 영상 편집 자동화: 오픈소스 라이브러리 FFmpeg를 사용하여 생성된 이미지와 원본 음성, 배경 음악, 자막을 결합하여 최종 영상 파일 생성한다.  - 전체적인 구현 방법  - 1. 핵심 기능. 어르신의 음성을 녹음하여 텍스트로 변환하고, 이를 가족 앱으로 공유하는 기능 개발. AI 모델은 간단한 질문/답변만 가능한 챗봇 형태.  - 2. AI 고도화: 파인튜닝을 통해 대화의 맥락 이해/과거의 대화 내용 기억/먼저 질문을 던지는 적극적인 인터뷰어 기능 구현/AI가 생성한 텍스트 답변의 감정을 분석하여, 이 정보에 따라 목소리의 톤이나 속도를 조절하는 감성 표현 기능 고도화.  - 3. AI가 이야기의 스크립트를 자동으로 분석하고, Stable Diffusion을 통해 주요 장면을 이미지로 생성, FFmpeg로 영상화하는 라인 구축. |

|  |
| --- |
| **6. 결론**  - 본 제안서는 어르신의 사회적 고립과 세대 단절이라는 사회적 문제를 해결하기 위해, AI 가상 친구 프로젝트를 제안하였다.  - 이는 어르신과 능동적으로 대화하며 이야기를 기록하고, 이를 디지털 자서전으로 만들어 가족과 공유하는 서비스이다.  - 개인의 역사를 보존하고, 가족 공동체의 유대감을 회복시키는 소통 방식을 제시한다.  - 향후 팀원 역할 분담을 하고, 활용할 오픈소스 AI 모델에 대한 기술 검토 및 성능 테스트를 진행한다. |
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